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Abstract. This paper presents an experimental comparison of the Kalman
and complementary filter for attitude estimation of a micro-uav quadro-
tor,fusing measurements from inertial MEMs devices. Simulations on
Kalman and complementary filters are performed to study how the pa-
rameters affect the estimations of each one. Finally, the experimental
results are presented using real data, which are used for both noise pa-
rameter modelling and comparing the performance of the filters given
different operating conditions of the experimental plataform.
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1 Introduction

Spacecrafts, aircrafts, ships and many other vehicle’s control systems rely on
high quality states estimations to operate correctly. This also holds true for
unmanned micro mobile robots. Good state estimations require, among other
things, high precision inertial measurement devices. These kind of instruments
are expensive and heavy, and that makes them unsuitable for unmanned micro
robots applications. The advancements made on MEMS (Microelectromechani-
cal systems) sensor technologies on the last years have produced low cost, small
size, lightweight and acceptable performance inertial sensors. These characteris-
tics make them suitable for low cost, portable and low power applications where
rough (that means, to some extent noisy) measurements fullfill the requiere-
ments. The mentioned characteristics make these sensors atractive for unmanned
micro vehicles like quadrotors. However, in this case the noise and bias level in-
herent to this technologies, as well as those produced by mechanical vibrations
of the support structures leave these measurements beyond the accuracy neces-
sary for the attitude stabilization compensators. This problem can be solved by
means of fusion techniques like the Kalman filter or the complementary filter,
which allow an acceptable estimation based on noisy and biased measurements
from different sensors like accelerometers and gyroscopes. This work presents an
experimental comparison for the tilt angle or “attitude” estimation, using two
different sensor fusion techniques. This measurement estimation will be applied
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in the control systems of a quadrotor type flying robot or UAV (Unmanned
Aerial Vehicle). One of the fusion techniques to be studied is the Kalman fil-
ter, which is broadly used in state estimation, and the other technique is the
complementary filter, used generally in applications of navigation using inertial
sensors, fusing information of different sources. [1] shows the design of a low-cost
and low-weight attitude estimation system based on the fusion of measurements
from a gyroscope and an inclinometer using a complementary filter. The results
are compared with the attitude value obtained with a potentiometer. Another
one dimensional attitude system that implements the Kalman filter using mea-
surements from an accelerometer and a low-cost gyroscope, is presented in [2];
even thought the sensor model applied is rather simple, the experimental results
are satisfactory. A recent work [3], presents the implementation of a comple-
mentary filter in an embedded system for the attitude estimation using inertial
sensors. Apropriate tests are performed for each sensor, accelerometer and gy-
roscope, to obtain the noise spectral characteristics of the measurements for
different operating conditions. Applying a complementary filter to these signals
yields satisfactory attitude estimations to stabilize the platform.

The paper is organized as follows. In section 2 and 3 the Kalman and the
complementary filter design is performed. The results from the simulations ap-
pear in section 4, and section 5 shows the experimentals results. Conclusions are
presented in section 6.

2 The Kalman filter

The Kalman filter calculates the best estimate of the state of a dynamic system
from noisy measurements, minimizing the mean squared error of the estimate.
It operates in two stages: prediction and correction, given the discrete stochastic
equations describing the system dynamics.

xk+1 = Fxk +Guk + wk (1)

zk = Hxk + vk (2)

where x is the system state vector, F is the state transition matrix, G is the
control signals matrix gain and u is the input vector; z is the measurement
vector, H relates the current state with the measurement, w is the process noise
and v is the measurement noise.

Covariance matrices for wk and vk are

E[wkw
T
j ] = δkjQkj , E[vkv

T
j ] = δkjRkj , E[wkv

T
j ] = 0

For an optimal performance of the filter it is neccesary that noise sources are
independent Gaussian processes with zero-mean [4, p. 94] and that the system
dynamics is linear.
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2.1 Measurement Model

Measurement errors can be divided into two main types, deterministic and
stochastic. The deterministic part includes constant biases, scale factors, mis-
alingments, axis nonorthogonality, which are reduce by calibration techniques.
The stochastic part contains random error (noise) which cannot be removed and
should be modeled as a stochastic process [5].

The most widely adopted model for gyro-accelerometer measurement sys-
tems, and also the chosen for the present work, is presented in [6]. This model
assumes that the gyroscope measurements are affected by a constant drift or bias
ωb and a Gaussian white noise with zero mean nω. The derivative of the bias
is a white noise with zero mean and Gaussian distribution nα. It also assumes
that the measurements of the accelerometer are affected by white noise with zero
mean and Gaussian distribution nθ

θ̇ = ωM − ωb − nω, ω̇b = nα, θM = θT + nθ (3)

In summary, the measurement models of the accelerometer and the gyroscope
are presented in the eq. (4) 1

θM = θT + nθ, nθ ∼ N (0, σθ)

ωM = ωT + ωI ,

ωI = ωb + nω, nω ∼ N (0, σω) (4)

ω̇b = nα, nα ∼ N (0, σα)

2.2 Estimation model for the angle

The Kalman filter equations ((1) and (2)) are use to estimate the angle θ, and
the gyroscope bias ωb. Assuming the gyroscope measurement as input signal and
the accelerometer signal as the correction measurement

x =
[

θ ωb

]T
, u = ωM , z = θM (5)

The discrete state equations are

[

θk+1

ωb,k+1

]

=

[

1 −ts
0 1

] [

θk
ωb,k

]

+

[

ts
0

]

ωM,k + ts

[

nω,k

nα,k

]

(6)

θM,k =
[

1 0
]

[

θk
ωb,k

]

+ nθ,k (7)

where ts is the sampling time, ωM,k and θM,k are the kth measurement of the
gyroscope and the accelerometer respectively. The process noise

wk = ts

[

nω,k

nα,k

]

, Q = E[wkw
T
k ] = t2s

[

σ2
ω σωα

σωα σ2
α

]

(8)

1the subscript M indicates measured and subscript T represents true or real
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and the measurement noise

vk = nθ,k, R = E[vkv
T
k ] = σ2

θ (9)

The Kalman filter assumes that the process and the measurement noise are not
correlated.

3 The complementary filter

The complementary filter is a simplified version of the Wiener filter, suitable for
applications where the spectral description of the noise is not available [7].

3.1 Application to accelerometer and gyroscope measurements

Fig. 1 shows the block diagram of the complementary filter in continuous time,
which also includes the transfer functions of both sensors. Here θa is the angle
measured by the accelerometer whose signal is affected by high frequency noise.
θg is the angle measured by the gyroscope affected by drift due to bias and is

calculated as the integral of the measured angular velocity, ωM . θ̂ is the estimated
angle.

+

Fig. 1: Complementary Filter applied to accelerometer and gyroscope measure-
ments

+

(a) continuous time

+

(b) discrete time

Fig. 2: Complementary filter diagram
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The filter transfer functions should be selected as Ha(s)G(s) + Hg(s)(1 −
G(s)) = 1 where Ha(s) and Hg(s) represent the accelerometer and gyroscope
transfer functions respectively. With this election, if the input signal is not af-
fected by noise, the signal output is the same as the input. Assuming that the
transfer functions of the sensors are equal to 1 (Ha(s) = Hg(s) = 1), the model
of the filter is shown in Fig. 2a.

The transfer functions G(s) and 1 − G(s) from Fig. 1 can be seen in Fig.
2a. These transfer functions show that the low frequency estimate depends on
the accelerometer measurement removing the high frequency noise, and that the
high frequency components of the estimate is dominated by the contribution of
the gyro measurements, where the low frequency components of bias have been
eliminated by the high-pass filter.

3.2 Discretization of the filters

In order to implement the digital filters, the transfer functions are discretized
using the Z transform, assuming a zero order holder at the input, Fig. 2b. This
gives a compact expression for the complete filter. The details of the discretiza-
tion and the difference equations for the implementation can be seen in [3].

4 Simulation results

The parameters used in the simulation correspond to the listing 1.1.

Listing 1.1: Parameters used for simulation✞
1 t s = 0.010000 ; [ s ]
2 nsteps = 1000
3 spe ed b i a s = 10 ; [ deg/ s ]
4 s t d ang l e = 13 ; [ deg ]
5 s td speed = 40 ; [ deg/ s ]
6 R = 0.051480
7 Q = 0.00005 0.00000
8 0.00000 0.48739
9 f c = 0.50000 ; [ Hz ]

10 tau = 0.31831 ; [ s ]
✡✝ ✆

Here ts is the sampling interval, R and Q are the measure and process co-
variance matrices respectively; fc is the cut-off frequency of the complementary
filter. Noisy signals with normal distribution and zero mean were generated, with
the standard deviation values shown in listing 1.1 (std ). Also a constant bias
value (speed bias) was added to the gyroscope measurement.

4.1 Kalman Filter

Fig. 3 shows the estimation results of the Kalman filter, plotting the angle signal
with noise, the true signal and the estimate. In this simulation the initial state of
the angle x1 = θM,0 correspond to the first sampled value of the accelerometer,
and the initial state of the bias x2 = ωb = 0; it can be seen how the estimate is
afected by the initial state.
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Fig. 3: Estimation using Kalman filter with x0 = [θM,1 0]T
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Fig. 4: Estimation using the complementary filter for different values of fc

4.2 Complementary filter

Fig. 4 shows the graphs of the results in the angle estimation using the com-
plementary filter for different cut-off frequency values fc. Fig. 4a shows the
comparison between the estimated value and the true value; and Fig. 4b shows
the mean and standard deviation of the estimation error.

Note that the mean of the estimation error decreases as the value of fc
decreases while the variance increases. That is, the estimation has less bias at
the expense of a larger variance in the estimate. In Fig. 4b a minimun in the
value of the variance can also be seen.
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4.3 Comparison between Kalman and complementary filter

Fig. 5 shows the comparison between the Kalman and complementary filter
estimation for different cut-off frequency values of the latter.

Listing 1.2 shows the mean value and the variance of the estimation error.

Listing 1.2: Mean and variance of the estimation error✞
1 mean Kalman = −0.28950
2 var Kalman = 0.54749
3 mean comp = 2.2548
4 var comp = 0.12696
✡✝ ✆

5 Experimental results

The experimental comparison between the Kalman and complementary filter is
performed using a testbed, which consists of a seesaw (rocker) [3] capable of
emulating one of the rotational degree of freedom (roll or pitch) of a quadrotor.
The platform consists of a movable bar attached to a base with bearings to
reduce friction, which can rotate an angle of ±40◦, see Fig. 6. It includes a low
noise linear potentiometer to measure the angle of inclination, used as ground
truth for comparison of the estimation results. On the opposite ends of the bar
two separate engine-blade sets are mounted and the IMU (Inertial Measurement
Unit) is attached to the middle.

The sensor used is a comercial IMU model 3DM-GD1 from Microstrain, built
on a triaxial gyroscope, accelerometer and magnetometer. Raw measurements
of the sensors were used for this work.
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Fig. 5: Comparison between Kalman and complementary filter for different values
of fc
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Motor

Hélice IMU

Potenciómetro

Baterías

Controlador Embebido

Fig. 6: Experimental platform

5.1 Sensors noise characterization

Adjusting the filter’s parameter requires finding the covariance matrices of the
measurements noise (R) and that of the process noise (Q) for the Kalman filter.
On the other hand the cut-off frequency of the complementary filter must be
determined. The best value fits the compromise solution of rejecting the low
frequency noise on one sensor and also rejecting the high frequency interferences
of the other [8].

To calculate the covariance matrices σθ, σω and σα must be determined
(Eq.(4)). Even thought these values are of great importance in the filter behavior,
bibliography does not present any closed method to obtain Q and R. Some
authors use manufacter’s specifications [2], other apply some rough criteria for an
initial aproximation and then perform a try-error cycle until satisfactoy behavior
is achived. [9] presents an attempt to model Q and R but the tests show that
the estimations diverge and heuristics corrections are again necessary.

The approach proposed in this work is to obtain σθ and σω from statistical
analysis of experimental data sets. σα is difficult to obtain from measurements, so
it is adjusted experimentally based on the desired filter behavior. The measure-
ments were taken with the rocker locked, avoiding angle changes but allowing the
vibration to affect the sensors. The experiments were performed several times
and sets of hundreds of thousands of samples were collected and processed to
obtain σθ = 19.97, σ2

θ = 398.62, σω = 2.96 and σ2
ω = 8.75.

Calculation of Q and R (Eq. (8) and Eq. (9)). The covariance matrix Q

depends on processes’ noise variance and on the sample time (ts = 0.01312s)
for the experiments. Since it is assumed that θ and ω are not correlated the
covariance matrix Q is diagonal. The σ2

α setting process begins with a value less
than σ2

ω and is trimmed to obtain the desired filter behavior.

Q = t2s

[

σ2
ω σωα

σωα σ2
α

]

=

[

1.505× 10−3 0
0 1.721× 10−4

]

(10)
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The calculation of the covariance matrix of the measurement noise R is easier
since it is a scalar.

R = σ2
θ = 19.972 = 398.62 (11)

5.2 Calculation of fc

Fig. 7 shows the results obtained by sweeping fc in the complementary filter.
In Fig. 7b the mean and variance of the error depict a similar behavior as in
the simulation (Fig. 4b). Because of the bias on measurements signals of the
gyroscope; the input angle (θg) of the high-pass filter can be decomposed as an
unbiassed part (θgM ), plus a ramp function (θgb) product of the bias integral.
(See fig. 1)

θg = θgM + θgb (12)

The output angle of the branch can be thought as the sum of the filtered signals

θ̆g = θ̆gM + θ̆gb (13)

Then the steady state value of θ̆gb(t)|t→∞ can be calculated as

θ̆gb(t)|t→∞ = lim
s→0

s
s

s+ α

A

s2
=

A

α
; α ∼ fc (14)

which means that the steady state errors increases as the cut-off frequency de-
creases.

5.3 Experimental comparison between Kalman and complementary

filter

Fig. 8 shows the experimental results obtained with the motors turned-off. The
estimations of the filters are compared against the data aquired from the poten-
tiometer, and this error shows a mean µeK = −0.96 and a variance σ2

eK = 3.4 for
the Kalman filter; while the error mean and the error variance are µeC = 0.12
and σ2

eC = 4.97 respectively for the complementary filter. Transient data is not
considered on these calculations.

Fig. 9 shows the estimations obtained from an experiment performed with
the motors turned-on. The other conditions remain the same as the experiments
of the previous paragraph. In this case µeK = 0.04, σ2

eK = 0.2 for the Kalman
filter and µeC = −0.11, σeC = 1.69 for complementary filter.

6 Conclusions

Comparative studies were performed between Kalman filter and complementary
filter techniques, intended to be applied to the estimation of attitude angles of
a quadrotor. Inertial sensor used were MEMS accelerometer and gyroscope.

An experimental method to obtain covariance matrices Q and R yields sat-
isfactory results in the case of the Kalman filter. For the complementary filter a
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Fig. 7: fc sweep on complementary filter
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Fig. 8: Experimental comparison. Turned-off motors.

compromise choice for the cut-off frequency fc affecting the mean and variance
of estimation error was predicted in simulations and experimentally confirmed.

Finally the Kalman filter shows a noisier output than the complementary, but
it is free of bias. This is convenient for applications were long term estimations
are required. In the case of quadrotors the mission’s time are not longer than 15
minutes, and with initial calibration the bias is not an issue for stabilization pur-
pouses. As an advantage, the algorithmic simplicity makes the complementary
filter the best choice for embedded applications, were not much computational
power is available.
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Fig. 9: Experimental comparison. Turned-on motors.
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