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Abstract. In the context of Mobile Robotics, the efficient resolution of
the Path Planning problem is a key task. The model of the environment
and the search algorithm are basic issues in the resolution of the prob-
lem. This paper highlights the main features of Path Planning proposal
for mobile robots in static environments. In our proposal, the path plan-
ning is based on Voronoi diagrams, where obstacles in the environment
are considered as the generating points of the diagram, and a genetic
algorithm is used to find a path without collisions from the robot initial
to target position. This work combines some ideas presented by Roque
and Doering, who use Voronoi diagrams for modelling the environment,
and other ideas presented by Zhang et al. who adopt a genetic algorithm
for computing paths on a regular grid based environment, considering
certain quality attributes.

Keywords: Autonomous Mobile Robots, Path Planning, Voronoi diagrams, Ge-
netic Algorithms.

1 Introduction

The autonomous mobile robotics has been developed primarily to enable high-
level tasks to be performed by machines without human control. Therefore,
robots should be able to move properly in the real world, and consequently,
the path planning becomes one of the most important problems to be solved
in the design of autonomous mobile robots. It usually involves modeling of geo-
metric areas, incomplete knowledge, treatment of uncertainty in measurements,
avoiding moving obstacles, unpredictability and kinematics of bodies, handling
multiple robots or goals. However, the effective resolution of this problem can
result in saving of working time, reduced concern about the robot and invest-
ments of funds and often is usually the basis for the development of other skills.
In this context and for these reasons, the path planning is a very active area of
research where an impressive range of approaches have been proposed.
Generally, this task consist in finding optimal or quasi-optimal paths from
an initial state (origin) and a final state (target) following a certain criteria for
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evaluating the optimality of the paths. The most frequently used criteria are
traveled distance, energy saving, smoothness and path’s safety.

In this regard, and in order to provide robust, flexible, tolerant to changes in
the environment, reliable and computationally efficient solutions, many different
approaches have been proposed to address this problem, including neural net-
works [1], reinforcement learning [2], bioinspired methods [3,4], graphs [5,6,7],
evolutionary algorithms [8,9,10,11,12,13,14], among others [15,16,17].

This paper presents a proposal for path planning in static environments. Our
approach is based on Voronoi diagrams ( VD), where obstacles in the environment
are considered as the generating points of the diagram, and a genetic algorithm
is used to find a collision-free path between the initial and target position of
the robot. This work combines ideas presented by Roque and Doering [6], where
VD are used to represent the environment, running a shortest path algorithm
on the Voronoi points, and the ideas presented by Zhang et al. [14], which uses
a genetic algorithm for computing paths on a regular grid based environment,
considering certain quality attributes (length, safety and smoothness).

The main motivation for this combination is to provide, to the path planning
algorithm based on genetic algorithm, an environment model that is computa-
tionally more efficient and better adapted to the context of mobile robots than
regular grids. The results obtained in simulated experiments show that our pro-
posal improves both the quality as well as the execution time, that makes our
approach promising for practical applicability in mobile robotic systems.

The paper is organized as follows. Section 2 present a briefly introduction
to Voronoi diagrams and evolutionary algorithms, respectively. A description of
the approach to model the environment and the application of GA is carried out
in Section 3 while Section 4 describes the case studies, presenting a comparative
analysis among the proposal and previous. Finally, we close with a discussion
and some directions in Section 5.

2 Background

Voronoi diagrams are one of the main structures in the computational geometry
area, commonly used as visibility graphs and for finding networks collision-free
paths, they are also one of the most common techniques for building trajectory
maps. [5]

Evolutionary algorithms (EAs) are stochastic search techniques inspired in
the natural process evolution of species guided by the principle of survival of
the fittest. One of the most classical and widely known types of EA are: Genetic
Algorithms (GAs). [18,19]

3 Our proposal
In this work we combine ideas from two different previous works. On the one

hand, Roque and Doering [6] used VD to represent the environment, consider-
ing a single attribute for path planning (distance traveled using a shortest path
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algorithm), because security is guaranteed by the properties of the geometric
construction used. On the other hand, Zhang et al. [14] used a genetic algorithm
on a regular grid based environment model that considered several quality at-
tributes (distance, security and smoothness). Our approach combines both ideas
considering quality attributes not taken into account by Roque and Doering, and
using a better representation of the environment that the one used by Zhang et
al.

The rest of this section describes the major aspects of the environment rep-
resentation and the genetic algorithm used to find the paths.

3.1 World modeling

The world model consists in a regular grid in which each cell can be a free
zone or represent an obstacle. A Voronoi diagram is generated from the set of
points located in the center of each obstacle. Thus, the center of each cell that
represents a barrier will also be a Voronoi generator. Figure 1 shows a typical
scenario modeled according to this representation.

The relationship between the variables that determine the number of rows,
columns and the side of each cell reproduces the relationship between the size of
the robot, obstacles and the total area where the robot can move. So, the repre-
sentation and the algorithms consider the robot as a single particle (point). To
some extent, this relationship can be established as a simplified implementation
of the proposal of Wein et al. [7], regarding the model of the environment and
more specifically, how to consider the robot as a point without loss of propor-
tionality between the areas occupied by different objects and the total area of
the environment.

Fig.1: A world model example.

3.2 Genetic Algorithm for path planning

The objective pursued with the implementation of the GA is to find a path free
from obstacles, specially considering the following attributes: length, smoothness
and safety. To this end, the GA should be able to properly explore the search
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domain in the early stages, considering the restrictions imposed by the envi-
ronment and avoiding premature convergence. In the final stages, the GA can
benefit from the knowledge acquired during the search process in order to reach
a final result as close as possible to the optimum.

GA encoding Each individual represents a path consisting in a variable length
sequence of free cells, which begins with the cell where the robot is originally
located and ends with the cell defined as the path destination.

It is important to note that this representation, as in [14], is valid for indi-
viduals that represent both feasible and unfeasible (no obstacle-free) paths. This
aspect is relevant because the fitness function has to be able to compute fitness
for unfeasible solutions. Although it may involve a higher computational effort,
working on genetically richer populations can contribute to not bias the search
process in early stages. The unfeasible paths are composed of unfeasible and
feasible sections. The latter are important and should not be lost because they
can, at least potentially, contain valuable information that could be helpful for
building good solutions. In summary, incorporating the management of unfeasi-
ble solutions in the GA tries to avoid falling into local optima at the expense of
increasing the effort of the search process.

Fitness function The fitness function measures the quality of a path, ensuring
that unfeasible paths have always a lower value than a feasible path.

Feasible paths The Equations [1, 2, 3 and 4] presents the fitness function
for feasible paths considering the length, safety and smoothness of the path. In
this case, mazPathLength, minPathLength, maxPathSafety and avePathSmooth
values are considered as upper and lower bounds and average for length, safety
and smoothness, respectively.

maxPathLength — path Length

d erm — A 1
¢ maxPathLength — minPathLength (1)
pathSafety

erm = = i a 7 1 2

sat maxPathSafety )

sm __ pathSmooth + avePathSmooth (3)
perm = avePathSmooth

ff = Wq * dtm‘m + Wsq * SAterm + Wsm * SMterm (4)

Unfeasible paths The Equations [1, 5, 6 and 7] presents the fitness function
for unfeasible paths considering the length, the rate of infeasibility (the ratio
between the number of unfeasible edges and total number of edges) and the
degree of infeasibility (the ratio between the sum of the lengths of the unfeasible
sections and the total length of the path). In this case, mazPathCrossDepth value
is considered as an upper bounds for cross depth weight of the paths.

40JAIIO - ASAI 2011 - ISSN: 1850-2784 - Pagina 51



UTterm = 1 — pathUR (5)

cdw _ maxPathCrossDepth — pathCrossDepth 6)
perm = maxPathCrossDepth

fu = Wq * dterm + Wur * UTterm + Wedw * CdWierm (7)

Genetic Operators This subsection describes the genetic operators applied to
individuals during evolution.

Crossover The crossover operator is applied to each individual of the popula-
tion (pwys) with probability p. and consist in drawing another individual from
the population (pwys), drawing a cell or cross position (¢) and generating two
new children using the genetic information of the parents (pws; and pwys), as
it is shown in Equations 8 and 9. Figure 2a presents an example of application
of the crossover operator.

Pws1 = {[pwfl,l 9 -~'7pwf1,1,]7 [pwa,H‘-l ) 7pwf2,n}} (8)

pwsz = {[pwse,1, ..., PWs2,il, [PWf1,i4 15 s PWF1,m ]} 9)

Mutation The mutation operator is applied to each individual with probability
pm and consists in drawing a cell of the path, pw;, and replaces it with another
cell belonging to the section defined by the predecessor pw; ; and successor
pw;, ;. Figure 2b presents an example of application of the mutation operator.

Smooth An ad-hoc smooth operator is used to provide a mechanism for re-
moving cells from paths. This operator allows building shorter and softer paths
and can help to factibilize infeasible solutions. It also has another positive effect
that is the elimination of redundant cells (cells belonging to the line segment
determined by the cells immediate predecessor and successor). The operator is
applied to each individual, with probability ps and consists in drawing a cell from
the path, pw;, and removing it. Figure 2c¢ presents an example of application of
the ad-hoc smooth operator.

Selection In order to be consistent with previous decisions and preserve genetic
diversity in the early stages of the evolution process, we used a moderately elitist
selection operator. While this mechanism ensures that the 5% of best individuals
are selected for the next generation, the rest of the population is drawn without
taking into account the associated fitness value and thus enabling the selection
of feasible and unfeasible individuals with equal probability.
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Fig. 2: Example of genetic operators application.

Initialization of the Population Based on the ideas of the related works, the
initial population in our work is generated as follows:

1.

Generate a Voronoi diagram from the set of points of the centers of the
obstacles in the environment.

. Identify the regions R and R, that contain the origin and destination points

of the path planning, respectively.

Compute shortest paths for each pair of vertices (vs, ve) on the underlying
graph (vertices and edges of the Voronoi diagram), where v, and v, belong
to the set of vertices of the regions Rs; and R., respectively. We used an
ad-hoc implementation of Dijkstra’s algorithm [20] to compute the shortest
paths.

Draw a random number of paths from the set of paths generated in step 3.
For each path selected in step 4, calculate the sequence of cells that represents
it on the underlying regular grid.

Eliminate a random number of cells from each sequence of cells calculated
in step 5.

Although step 6 involves the loss of information, this effect should be compen-
sated during the evolution process by the application of the crossover operator.
The elimination of cells from the set of paths aims to remove redundant cells and
generate an initial population with individuals representing shortest and softer
paths, although the paths may be less secure and even unfeasible.

Termination conditions To stop running the algorithm the following termi-
nation criteria were defined:

Convergence This criterion determines when the evolution does not provide
best individuals or the improvement is not significant enough to continue to
invest resources in it. Is determined by controlling the maximum number of
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evolutionary steps without register the best individual variations nor significant
variations in the average population fitness.

The following values were used: {Minimum number of evolutions=>5ev, Maxi-
mum number of changes with no change in the fittest individual=5ev, Minimum
percentage of improvement in the average fitness of the population—0.08%}.

Maximum number of evolutionary steps Is used as a preventive mechanism
that guarantees the end of the algorithm. The number of steps was set at 155ev.

4 Experimental results

This section presents the platform and the test environment used for experimen-
tation, and the results obtained, both in assessing the GA as to compare them
against previous proposals.

4.1 Test environment

This section details the technical specification of hardware and software tools
used for the experiments:

— Hardware: {CPU=Intel Pentium Dual Core E2140 - 1.60GHz, RAM=2GB
DDR}

— Software: {OS=GNU/Linux - Xubuntu 2.6.31-22, Programming Language=Java
1.6, GA Library=JGAP 3.3.3, Graph Library=JGrapht 0.8.1, Voronoi Li-
brary=Quickhull3d 1.4, Visor Processing 1.0.7}

4.2 Parameters settings and used scenarios

An extensive configuration analysis has been carried out for calibrating the pa-
rameters of the proposed GA. The parameters studied were population size,
mutation, crossover and smooth operator probabilities, on 18 cases repeated 10
times each. The range of values considered were: 170-40 for the population size,
0.02-0.01 for the mutation probability, 0.62-0.50 for the crossover probability
and 0.50-0.25 for the smooth operator probability. The best parameters values
determined using several different scenarios and finally used in this work were:
{ps=142, p,,=0.0139,p.=0.51 and p,=0.33}.

Two different studies were conducted to evaluate the algorithm proposed in
this work. The first one was performed in order to evaluate the quality of the
obtained solutions and the performance of the algorithm. The second study was
performed in order to compare our proposal with the previous work [14]. For the
first study were considered 10x10 dimension scenarios where the amount and
location of the obstacles were determined at random. For the second one, it was
considered a scenario identical to the one used in the previous work to allow a
fair comparison.
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Figure 3a presents the average fitness and standard deviation on the 50 inde-
pendent runs for 10x10 size scenarios. From these results, it is possible to draw
the following conclusions:

1. the algorithm does not converge prematurely, but manages to evolve qual-
ity solutions. Similarly, this result is repeated for different sizes of scenarios.

2. whereas the generation of the scenarios was carried out at random and the
maximum fitness value is 1, we can conclude that for a large number of situations
reach high quality solutions.

Figure 3b shows the standard deviation of the average fitness obtained for
each of the scenarios. The standard deviation remained bounded by low values
in most cases, showing that the algorithm has a very good stability to globally
converge to high quality solutions.
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(a) Average fitness. (b) Standard deviation.

Fig. 3: Average fitness and standard deviation.

Figure 4a shows the number of generations required to reach the stop con-
dition while Figure 4b shows the execution time required for solving each of
the scenarios. It can be concluded that the algorithm is extremely stable in the
number of generations required for solving each scenario, as well as in the time
required for solving each scenario.
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Fig. 4: Evolution Generations & Execution Time.

4.3 Comparative analysis

In order to compare our proposal with the previous work, we studied the quality
of the solutions obtained and the performance of the algorithms. .

Table 1 presents the results of 1000 independent runs of the GA based on
the Digital Potential Field method (DPF) and VD.

GA over DPF GA over VD

Environment generation (ms) 1632 1305

GA evolution (ms) 275.79 223

Average number of generations 12.51 15
Average Fitness 0.82990 0.83437
Standard deviation 0.01067 0.01376
Best Fitness 0.84583 0.85433
Deviation from the fittest 0.01267 0.01996
Average length 656.27 662.44
Average safety 253.58 291.19
Average smoothness 0.29111 0.29058

Table 1: Numerical comparison.

The results obtained show that it is possible to maintain the quality of the
solutions while significantly reducing the computation time. The GA based on
DPF approach requires a 25.05% more time in the initial phase of building the
environment. Also, when considering the quality of the solutions obtained, the
GA based on VD achieves better solutions, finding safer paths with similar values
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for the length and smooth. It also shows a higher level of stability in the sense
that converges to populations whose members are more similar.

On the other hand, Figure 5 presents graphically the solutions obtained by
each of the variants implemented. Figure 5a to be seen as the resulting path is
reasonably smooth and straightforward but, in comparison with Figure 5b that
throws the proposal based on VD, is less secure.

Once the questions previously raised were answered and considering the prac-
tical application of both approaches in the control of a real robot able of per-
forming multiple tasks in an environment, it should be studied the effect of
assigning multiple tasks sequentially in different zones of the environment for
each approach.

(a) GA over DPF.

Fig. 5: Visual comparison.

The environment must be generated for DPF each time a new path has to
be calculated when the robot has changed its position because the coding of
paths depends on the initial position of the robot. That is to say, if the robot
has to perform a sequence of n tasks in k different zones of the environment,
it should be generated k different environments, one for each different zone. On
the contrary, the coding of paths is independent of the initial position of the
robot in VD approach thereby the generation of the environment, which is the
most computationally intensive part of the algorithm, is performed only once.

The difference concerning the computational efficiency between the two pro-
posals considering a static environment and multiple tasks is presented in Figure
6.

5 Conclusion and future work

In this work we tackled the path planning problem in static environments using a
genetic algorithm based on Voronoi diagrams for representing the environment.
The obtained results show that our proposal is promising from a methodological
point of view and also considering its practical applicability in mobile robotic
systems, due to its short execution time; our proposal improves both the quality
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Fig. 6: Multiple tasks execution time.

as well as the computational time of the solutions compared with the proposal
based on DPF [14]. This last aspect is not caused by a better computational
efficiency of the algorithm, but also because the representation based on VD
overcomes the limitation established by the representation based on DPF, which
requires regenerating the environment every time the robot needs to plan a new
path, having changed its original position.

On the other hand, we couldn’t find a public implementation of the Visibility
Pathway proposal presented by Roque and Doering [6], in order to compare
results.

It should be noted that Zhang et al. [14], work on dynamic and real envi-
ronments, and, along this line, the proposal presented by Roque and Doering [6]
simulate dynamic environments obtaining response times appropriate for work-
ing with real robots.

Our future work will take into account the dynamic aspect, so that we can
evaluate the applicability of this alternative to path planning in real environ-
ments with further restrictions. Therefore, we shall consider the applicability
of a multi-objective GA in order to balance the objectives of minimizing the
distance, maximize safety and smoothness of solutions.
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